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Seardes for standard model Higgs boson production in pp collisions at P s = 1:96 TeV have
been carried out for Higgs boson masses(my ) in the range 105< my < 200 GeV=c. The con-
tributing production processesnclude assaiated production (WH ! * bb,ZH ! = bb WH !
WW*W ), gluon fusion (H! W*W ,H! ), and vector bosonfusion (qg®H ! qg®W*W ).
Analyses are conducted with integrated luminosities from 1.0fb * to 2.3fb ®. As no signicant ex-
cessis observed, we proceedto set limits on standard model Higgs boson production. The obsered
95% con dence level upper limits are found to be a factor of 6.4 (2.2) higher than the predicted
standard model crosssection at my =115 (160) GeV=¢ while the expected limits are found to be
a factor of 5.5 (2.4) higher than the standard model cross section for the same masses.



. INTR ODUCTION

Despite its successas a predictive tool, the standard model (SM) of particle physicsremainsincomplete without a
meansto explain electroweak symmetry breaking. The simplest proposedmecanism involvesthe introduction of a
complex doublet of scalar elds that generatethe massesof elemerary particles via their mutual interactions. After
accourting for longitudinal polarizations for the electroveak bosons,this so-calledHiggs mecanism also givesrise to
a single scalar bosonwith an unpredicted mass. Direct seartiesin e*e | Z | ZH at the Large Electron Positron
(LEP) collider yielded lower masslimits at my > 1144 GeV=¢ [1] while precision electroweak data yield the indirect
constraint my < 144 GeV=2 [2], with both limits set at 95% con dence level (C.L.). When also considering the
direct limit, the indirect constraint predicts my < 182 GeV=¢, indicating that the range 110 my 200 GeV=c
is the most important seard region for a SM Higgs boson. The seard for a SM Higgs bosonis one of the main goals
of the Fermilab Tevatron physics program. P

In this note, we combine recert results for direct searhesfor SM Higgs bosonsin pp collisionsat ~ s = 1:96 TeV
recordedby the D  experiment [3]. Theseare searthesfor Higgs bosonsproducedin assaiation with vector bosons
(pp! WH'! " bbpp! ZH! = bbandpp! WH! WW*W ), quarks(pp! qgH ! qgW*W ) or through
gluon-gluon fusion (pp! H! W*W ,pp! H! ). The searheswere conducted with data collected during
the period 2002-2007and correspond to integrated luminosities ranging from 1.0fb * to 2.3fb 1. The searhesare
organizedinto fteen nal states, eat designedto isolate a particular Higgs boson production and decay mode. In
order to facilitate proper combination of signals, the analyseswere designedto be mutually exclusive after analysis
selections. Seartesfor seweral nal states are performed in two distinct epochs of data collection: before and after
the 2006 D detector upgrade. The largest changesmade during the upgrade were the addition of a new layer to
the silicon detector nearestto the beam-line and an upgrade of the trigger system. The two epochs are denoted as
Run Ila (1.1fb %) and Run Ilb (1.2fb 1). This results in atotal of 25individual analyses.

The 25 analyses[4{10] are outlined in Table I. In the casesof pp! W=ZH + X production, we seard for a
Higgs bosondecaying to two bottom-quarks. The decays of the vector bosonsfurther de ne the analyzed nal states:
WH ! " bb ZH ! “bband ZH ! bb. In order to isolate H ! bb decays, an algorithm for identifying jets
consistert with the decay of a heavy- a vor quark is applied to ead jet (i.e. btagging). Sewral kinematic variables
sensitive to transversely-displacedjet vertices and jet tracks with large transverseimpact parametersrelative to the
hard-scatter vertices are combined in a neural network (NN) discriminant trained to identify real heavy- a vor quark
decays and reject jets arising from light- a vor quarks or gluons [11]. By adjusting a minimum requiremert on the
b-tagging NN output, a spectrum of increasingly stringent b-tagging operating points is achieved, eacd with a di erent
signal e ciency and purity. For the WH ! ~ bband ZH ! “bb processesthe analysesare separatedinto two
groups: onein which two of the jets were b-tagged with a loosetagging requiremert (herein called double b-tag or
DT) and onegroup in which only onejet wastaggedwith atight tag algorithm (single b-tag or ST). The ST selection
excludesadditional loose-taggediets, rendering the ST and DT selectionsorthogonal. The ST selectionresults in a
typical per-jet e ciency and fake rate of about 60%and 1.5%, while the DT selectiongives50%and 0.5%, respectively.
For these analyses,eac lepton avor of the W=Z bosondecay (" = e; ) is treated as an independent channel. For
the ZH ! bb analyses,two or three jets are required in the nal state with the two leading jets satisfying a loose
b-tag and one of these jets also satisfying a tight btag. In the caseof WH ! * bb production, the primary lepton
from the W bosondecay may fall outside of the detector ducial volume or is not identied. This caseis treated
as a separate WH analysis, referredto asWH ! 7 bb. For this channel, the badkground is the sameas for the
ZH ! bb analysis.

We also consider Higgs decays to two W  bosons. For WH ! WW*W production, we seard for leptonic W
bosondecays with three nal statesof same-signedeptons: WWW ! e e +X,e + X, and + X.
In the caseof pp! H! W*W andpp! qggH ! qgW*W production, we seart for leptonic W bosondecays
with three nal states of opposite-signedleptons: WW ! e* e , e ,and * For the gluon fusion
and vector bosonfusion processesH ! bb decays are not considereddue to the large multijets badkground. In all
H! W*W decass with my < 2My, one of the W bosonswill be o massshell. In all cases,lepton selections
include both electronsand muons(® = e; ), but leptonsareincluded in the simulation and the selectionsnecessarily

have acceptancefor secondaryleptonsfrom | e; decas. Finally, we include two analyses(Run lla and Run 11b)
that seard for Higgs bosonsproduced via gluon fusion and decaying to two photons.

Sincethe mostrecert D SM combined Higgs bosonseard results [12], we have updated the Run lla ZH ! bb
analysisand the Run Ilb H'! W*W analyses. The Run Ilb ZH ! bb analysis and the H ! analysesare

new and are for the rst time included into this combination.

Higgs signals are simulated using PYTHIA [13] using CTEQ6L1 and CTEQ6M (H ! W*W Run Ilb) [14]
leading order parton distribution functions. The signal crosssectionsare normalized to next-to-next-to-leading-order
(NNLO) calculations [15, 16] and branching ratios are calculated using HDECA Y [17]. The H ! W™*W signal
cross sections calculations also contain next-to-next-to-leading-logarithm corrections. The contributions from QCD



TABLE I: List of analysis channels, corresponding integrated luminosities, and nal variables. SeeSect. | for details. The nal
variable usedfor seweral analysesis a neural-network or boosted decision-tree discriminant output which is abbreviated as\NN
discriminant" and \DT ree discriminant”, respectively.

Channel Data Epoch Luminosity (fb 1) Final Variable Reference
WH ! bb, ST/DT Run lla 1.05 NN discriminant [4]
WH ! bb, ST/DT Run 11b 0.63 NN discriminant [4]
WH ! e bb, ST/DT Run lla 1.04 NN discriminant [4]
WH ! e bb ST/DT Run 11b 0.64 NN discriminant [4]
WH ! 7 bb DT Run Ila 0.90 DTree discriminant [5]
WH'! [ bb DT Run I1b 1.18 DTree discriminant [5]
ZH ! bb, DT Run lla 0.90 DTree discriminant [5]
ZH ! bb, DT Run Ilb 1.18 DTree discriminant [5]
ZH! *  bb ST/DT Run lla 1.10 NN discriminant [6]
ZH! €e'e bb, ST/DT Run lla 1.10 NN discriminant [6]
WH! WW"W ( ) Run lla 1.00 2-D Likelihood 7
WH! WW*'W (e ) Run lla 1.00 2-D Likelihood [7]
WH! WW*'W (e e) Run lla 1.00 2-D Likelihood [7]
H! W'w (% ) Run Ila 1.10 NN discriminant [8]
H! W'W (e ) Run Ila 1.10 NN discriminant [8]
H! W'W (e'e) Run Ila 1.10 NN discriminant [8]
H! W'wW (% ) Run Ilb 1.20 NN discriminant [9]
H! W'W (e ) Run b 1.20 NN discriminant [9]
H! W'W (e'e) Run Ilb 1.20 NN discriminant [9]
H! Run lla 1.10 Di-photon Invariant Mass [10]
H! Run 11b 1.20 Di-photon Invariant Mass [10]

multijet production are measuredin data. The other badgrounds were generatedby PYTHIA , ALPGEN [1§],
and COMPHEP [19], with PYTHIA providing parton-showering and hadronization. Background crosssectionsare
either normalized to next-to-leading order (NLO) calculations from MCFM [20] or to data cortrol sampleswhenewer
possible.

Il.  LIMIT CALCULA TIONS

We combine results using the CLs method with a log-likelihood ratio (LLR) test statistic [21]. The value of CL¢
is dened as CLs = CLgs+p,=CLp where CLs+p and CLy, are the con dence levels for the signal-plus-badkground
hypothesis and the background-only hypothesis, respectively. These con dence levels are evaluated by integrating
corresponding LLR distributions populated by simulating outcomesvia Poissonstatistics. Separatechannelsand bins
are combined by summing LLR valuesover all bins and channels. This method provides a robust meansof combining
individual channels while maintaining individual channel sensitivities and incorporating systematic uncertainties.
Systematicsare treated as Gaussianuncertainties on the expected numbers of signal and badkground events, not the
outcomesof the limit calculations. This approac ensuresthat the uncertainties and their correlations are propagated
to the outcome with their proper weights. The CLs approadc used in this analysis utilizes binned nal-v ariable
distributions rather than a single-bin (fully integrated) value for ead cortributing analysis.

A. Final Variable Preparation

Forthe WH ! "~ bb ZH ! “bb,andH ! W*W analyses,the nal variable used for limit setting is the
output of a neural-network (NN) discriminant, trained separatelyfor ead Higgs bosonmasstested. For the Run lla
H ! W*W analyses,each NN is constructed using kinematic variables which may be dierent for each Higgs
bosonmass. The WH | WW™*W analysis utilizes a two-dimensionallikelihood discriminant asa nal variable and
the ZH ! bb analysesemploy a boosted decision-treediscriminant. Seweral background componerts of the nal
variables are smoothed via Gaussiankernel estimation [22] to minimize uctuations in the shape of the nal variable
arising from the limited statistics of the simulated samples.The nal variablesfor all analysesare showvn in Figs. 1-4,
including any smoothing processes.
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To decreasethe granularity of the stepsbetweensimulated Higgs boson massesn the limit calculation, additional
mass points are created via interpolation [23]. The primary motivation of this procedureis to provide a means of
combining analyseswhich do not sharea common simulated Higgs boson mass. However, this procedure also allows
a measuremen of the behavior of eadh limit on a ner granularity than otherwise possible. We report results only for
masspoints which contain a minority of interpolated analyses.
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FIG. 1: Final variable distributions for pp! WH ! " bbHiggs seard analyses. The gure contains distributions for: the NN
discriminant for the Run Ila WH ! ° bb ST analyses(a), the NN discriminant for the Run I[la WH ! ~ bb DT analyses(b),
the NN discriminant for the Run Ilb WH ! * bb ST analyses(c), and the NN discriminant for the Run Ilb WH ! * bb DT

analyses(d). For each gure, the total signal and background expectations and the observed data are shown.

B. Systematic Uncertain ties

The systematic uncertainties di er between analysesfor both the signals and backgrounds [4{10]. Here we will
summarize only the largest contributions. Most analysescarry an uncertainty on the integrated luminosity of 6.1%,
while the overall normalization of other analysesis determined from the NNLO Z= crosssectionin data everts
near the peakof Z ! ™ decaysin data. The H ! bb analyseshave an uncertainty on the b-tagging rate of 4-6%
per taggedjet. These analysesalso have an uncertainty on the jet measuremen and acceptancesof  7:5%. For the
H! W*W analyseswe include uncertainties assaiated with lepton measuremen and acceptanceswhich range
from 3-6%depending on the nal state. The largestcontribution for all analysesis the uncertainty on the badkground
cross sectionsat 6-30% depending on the analysis channel and speci ¢ background. These valuesinclude both the
uncertainty on the theoretical crosssection calculations and the uncertainties on the higher order correction factors.
The uncertainty on the expected multijet badkground is dominated by the statistics of the data samplefrom which it
is estimated, and is consideredseparatelyfrom the other crosssectionuncertainties. Thepp! H! W*W analyses
are also assigneda 10% uncertainty on the NNLO Higgs production crosssection assaiated with the accuracy of the
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FIG. 2: Final variable distributions for pp! ZH ! = bb Higgs seard analyses. The gure contains distributions for:
the NN discriminant for the Run lla ZH ! “bb ST analyses (a), the NN discriminant for the Run I[la ZH ! “bb DT
analyses (b), the DTree discriminant for the Run lla ZH ! bb analysis (c), and the DTree discriminant for the Run Ilb
ZH ! bb analysis (d). For each gure, the total signal and background expectations and the observed data are shown.

theoretical calculation. Further details on the systematic uncertainties are givenin Table I1.

The systematic uncertainties for badkground rates are generally seeral times larger than the signal expectation
itself and are an important factor in the calculation of limits. As sud, ead systematic uncertainty is folded into
the signal and badkground expectations in the limit calculation via Gaussiandistribution. These Gaussianvalues
are sampled for eadh PoissonMC trial (pseudo-exgeriment). Seweral of the systematic uncertainties, for example
the jet energy scaleuncertainty, impact the shape of the nal variable. These shape-dependencieswere presened in
the description of systematic uctuations for ead Poissontrial. Correlations between systematic sourcesare carried
through in the calculation. For example,the uncertainty on the integrated luminosity is held to be correlated between
all signalsand badkgrounds and, thus, the same uctuation in the luminosity is commonto all channelsfor a single
pseudo-exgeriment. All systematic uncertainties originating from a common source are held to be correlated, as
detailed in TablesIl and I11.

To minimize the degradinge ects of systematicson the seard sensitivity, the individual badkground cortributions
are tted to the data obsenation by maximizing a prole likelihood function for ead hypothesis[24]. The prole
likelihood is constructed via a joint Poissonprobability over the number of bins in the calculation and is a function
of the nuisanceparametersin the systemand their assaiated uncertainties, which are given an additional Gaussian
constraint assciated with their prior predictions. The maximization of the likelihood function is performed over
the nuisance parameters. A t is performed to both the badkground-only and signal-plus-badground hypotheses
separately for each PoissonMC trial.
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FIG. 3: Final variable distributions for selectedHiggs seard analyses. The gure contains distributions for: the NN discriminant
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I1l. DERIVED UPPER LIMITS

We derive limits on SM Higgs boson production BR(H ! bb=W*"W ) via 25individual analyses[4{10]. The
limits are derived at a 95% C.L. To facilitate model transparency and to accommalate analyseswith di erent degrees

of sensitivity, we present our results in terms of the ratio of 95% C.L. upper crosssection limits to the SM predicted
crosssection as a function of Higgs bosonmass. The SM prediction for Higgs boson production would therefore be

consideredexcludedat 95% C.L. when this limit ratio falls below unity. For the combined limit, the WH ! 7 bband
ZH ! bb signalsare summedand their common background only enters the calculation once.
The individual analysesdescribed above are grouped to ewaluate combined limits over the range 105 my

200GeV=c’>. The WH ! " bbandZH ! bb analysescortribute to the regionmy  145GeV=c, the ZH ! “bb
analysescortribution formy  155GeV=c?, the RunllaH! W*W andWH ! WW*W analysescortribute for
my  120GeV=c?, the Run llb H! W*W analysescontribute for my 115 GeV=c?, and the H ! analyses
cortribute for my 150 GeV=c.

Figure 5 shaws the expectedand obsened 95%C.L. crosssectionlimit ratio to the SM crosssectionsfor all analyses
combined over the probed massregion (105 my 200 GeV=c®). The LLR distributions for the full combination
are shown in Fig. 6. Included in these gures are the median LLR valuesfor the signal-plus-bakground hypothesis
(LLR s+ ), badkground-only hypothesis (LLR ), and the obsened data (LLR ops). The shadedbands represern the 1
and 2 standard deviation ( ) departuresfor LLR . Thesedistributions can be interpreted as follows:

The separationbetweenLLR, and LLR ¢+, provides a measureof the discriminating power of the seard. This
is the ability of the analysisto separatethe s+ band b only hypotheses.
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FIG. 4: Final variable distributions for selectedHiggs seard analyses. The gure contains distributions for: the NN discriminant

forthe RunllaH! W*W ! ;analysis (a), the NN discriminant for the Runllo H! W*W | ;analysis (b), a
one-dimensional projection of the two-dimensional lik elihood for the Run llaWH ! WW "W analyses(c), and the diphoton
invariant massfor the Run Ila and Run IIb H ! analysescombined (d). For each gure, the total signal and background

expectations and the observed data are shown.

The width of the LLR, distribution (shown here as one and two standard deviation ( ) bands) provides an
estimate of how sensitive the analysisis to a signal-like background uctuation in the data, taking accourt of
the presenceof systematic uncertainties. For example,whena 1 background uctuation is large comparedto
the signal expectation, the analysis sensitivity is thereby limited.

The value of LLR gps relativeto LLR s+, and LLR, indicates whether the data distribution appearsto be more
like signal-plus-badground or badkground-only. As noted above, the signi cance of any departures of LLR gps
from LLR}, can be evaluated by the width of the LLR, distribution.

IV.  CONCLUSIONS

We have preserted limits on standard model Higgs boson production derived from 25 Higgs seard analyses. We
have combined theseanalysesand form new limits more sensitive than ead individual limit. The obsened (expected)
95%C.L. limit ratios to the SM Higgs bosonproduction crosssectionsare 6.4 (5.5) at my = 115GeV=¢? and 2.2 (2.4)
at my = 160 GeV=¢.



TABLE |I: List of leading correlated systematic uncertainties. The valuesfor the systematic uncertainties are the samefor the
ZH ! bband WH ! 7 bbchannels. All uncertainties within a group are considered 100% correlated acrosschannels. The

correlated systematic uncertainty on the background crosssection ( ) is itself subdivided according to the di eren t background
processesn ead analysis.

Source WH ! e bbDT(ST) WH ! bb DT(ST) WH! WW*W H! W'wW
Luminosity (%) 6.1 6.1 - -
Normalization (%) - - 6.1 4-6
Jet Energy Scale (%) 3.0 3.0 0 3.0
Jet ID (%) 3.0 3.0 - -
Electron ID/T rigger (%) 6.0 - 11 3-10
Muon ID/T rigger (%) - 11.0 11 7.7-10
b-Jet Tagging (%) 9.2(4.6) 9.2(4.6) - -
Background (%) 6-20 6-20 6-18 6-18
Signal (%) 0 0 0 10.0
QCD multijets (%) 14 14 30-50 15-40
Source ZH | bb ZH ! €e'e bb DT(ST) ZH! ©  bb DT(ST) H!
Luminosity (%) 6.1 6.1 - 6.1
Normalization (%) - - 6.1 -
Jet Energy Scale (%) 3.0 2.0 2.0 -
Jet ID (%) 2.0 5.0 5.0 -
Jet Triggers (%) 5.5 - - -
Electron ID/T rigger (%) 0 4.0 - 12-17
Muon ID/T rigger (%) 0 - 4.0 -
b-Jet Tagging (%) 6.0 7.5(3.0) 7.5(3.0) -
Background (%) 6-16 10-30 10-30 5-26
Heavy-Flavor Scale (%) 50 - - -
QCD multijets (%) - 41-50 50 20
TABLE I11: The correlation matrix for the analysis channels. The correlations for the ZH ! bband WH ! ! bbchannels

are held to be the same. All uncertainties within a group are considered 100% correlated across channels. The correlated

systematic uncertainty on the background crosssection ( ) is itself subdivided according to the di eren t background processes
in eacth analysis.

Source WH'! ° hb ZH ! bb ZH! “bb H! W'w WH! WW*W H!
Luminosity

Normalization

Jet Energy Scale
Jet ID

Electron ID/T rigger
Muon ID/T rigger
b-Jet Tagging
Background

Signal

QCD multijets (%)

TABLE |V: Combined 95% C.L. limits on BR(H ! bb=W"W ) for SM Higgs boson production. The limits are reported
in units of the SM production crosssection times branching fraction.

mu ( GeV=c?) 105 115 125 135 140 150 160 170 180 190 200
Expected 4.4 55 6.9 6.4 5.5 3.9 2.4 2.9 3.6 5.8 8.7
Observed 4.1 6.4 11.6 10.8 8.6 3.2 2.2 2.6 3.9 4.2 6.5




% —--»SM nggs Combmatwn 4444444444 --------- : = Observed Limit

by —1i0=9-2-f SREILEE Expected Limit

= - Expected *1-s

IE : Expected +2-s

3 : : :
10

110 120 130 140 150 160 170 180 190 200
my, (GeV/c?)
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